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Chap. 10

§ 10.1 Trees

•• Definition:Definition: A A treetree is a is a connected connected 
undirected graph with no simple circuitsundirected graph with no simple circuits..

•• Which is a tree? Which is a tree? 

G1 G2 G3 G4

G1   G2

§ 10.1 – Trees
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•• Theorem:Theorem: An undirected graph is a An undirected graph is a treetree iffiff
there is a unique simple path between any there is a unique simple path between any 
two of its verticestwo of its vertices. . 

•• Definition:Definition: A A rooted treerooted tree (directed graph) (directed graph) 
is a tree in which is a tree in which one vertex one vertex 
has been designated as the has been designated as the 
rootroot and and every edge is every edge is 
directed away from the rootdirected away from the root. . 

Root of a Tree

root

§ 10.1 – Trees
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Terminologies

•• The The parentparent of of vv is the unique vertex is the unique vertex uu such that such that 
there is a directed edge there is a directed edge from from u u toto vv. When . When uu is the is the 
parent of parent of vv, , vv is called a is called a childchild of of uu..

•• Vertices with Vertices with the same parentthe same parent are called are called siblingssiblings. . 
•• The The ancestorsancestors of a vertex other than the root of a vertex other than the root are are 

the vertices in the path from the root to this the vertices in the path from the root to this 
vertexvertex, excluding the vertex itself. The , excluding the vertex itself. The 
descendants descendants of a vertex of a vertex vv are those vertices that are those vertices that 
have have vv as an ancestor.as an ancestor.

§ 10.1 – Trees



(c)2001-2002, Michael P. Frank 5

Chap. 10

m-ary Tree

•• A A leafleaf is a vertex is a vertex without any childwithout any child..
•• Vertices that have children are called Vertices that have children are called internal internal 

verticesvertices..
•• Definition:Definition: A rooted tree is called an A rooted tree is called an mm--aryary treetree

((degree ofdegree of mm) if every internal vertex has no more ) if every internal vertex has no more 
than than mm children.children.

•• The tree is called a The tree is called a full full mm--aryary treetree if every internal if every internal 
vertex has exactly vertex has exactly mm children. children. 

•• If If mm = 2= 2, it is called a , it is called a binary treebinary tree..

§ 10.1 – Trees
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Full m-ary trees

•• Which of the following trees are Which of the following trees are full full mm--aryary
treestrees for some positive integer for some positive integer mm??

§ 10.1 – Trees
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Ordered Rooted Tree

•• An An ordered rooted treeordered rooted tree is a rooted tree where is a rooted tree where the the 
children of each internal vertex are orderedchildren of each internal vertex are ordered. . 

•• In In binary treebinary tree, the , the first childfirst child of an internal vertex of an internal vertex 
with two children is called with two children is called the left childthe left child and and the the 
second onesecond one is named is named the right childthe right child..

•• In In binary treebinary tree, the , the tree rooted at the left childtree rooted at the left child of a of a 
vertex is called vertex is called the left the left subtreesubtree and and the tree rooted the tree rooted 
at the right childat the right child is named is named the right the right subtreesubtree. . 

§ 10.1 – Trees
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Properties of Tree

•• Theorem:Theorem: A tree with A tree with nn vertices has (vertices has (nn--1) edges.1) edges.
•• Theorem:Theorem: A A fullfull mm--aryary tree with tree with ii internal internal 

vertices contains vertices contains nn = = mm··ii+1+1 vertices.vertices.
•• Theorem:Theorem: A A fullfull mm--aryary tree withtree with

(1) n vertices has i = (n-1)/m internal vertices and   
l=[(m-1)n+1]/m leaves,

(2) i internal vertices has n = m·i+1 vertices and 
l =(m-1)i+1 leaves,

(3) l leaves has n = (ml-1)/(m-1) vertices and 
i = (l-1)/(m-1) internal vertices

§ 10.1 – Trees
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Level and Height

•• The The levellevel of a vertex of a vertex vv in a rooted tree in a rooted tree is the is the 
length of the unique pathlength of the unique path from the root to from the root to 
this vertexthis vertex.. The level of root is zero.The level of root is zero.

•• The The heightheight ((depthdepth) of a rooted tree ) of a rooted tree is the is the 
maximum of the levelsmaximum of the levels of  all vertices. of  all vertices. 

•• A rooted A rooted mm--aryary tree of height tree of height hh is is balancedbalanced
if all leaves are at levels if all leaves are at levels hh or or hh--1.1.

§ 10.1 – Trees
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Level and Height

•• Theorem:Theorem: There are at most There are at most mmhh leaves in an leaves in an 
mm--aryary tree of height tree of height hh. . 

•• Corollary:Corollary: If an If an mm--aryary tree of height tree of height hh has has ll
leaves, then leaves, then hh  loglogmll. . If the If the mm--aryary tree is tree is 
full and balancedfull and balanced, then , then hh = = loglogmll. . 

§ 10.1 – Trees
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§10.2：Applications of Trees

•• Form a Form a binary search treebinary search tree for the words for the words 
mathematics, physics, geography, zoology, mathematics, physics, geography, zoology, 
meteorology, geology, psychologymeteorology, geology, psychology,, and and 
chemistrychemistry (using alphabetic order).(using alphabetic order).

mathematics

physicsgeography

zoologymeteorologygeology

psychology

chemistry

§ 10.2 – Applications of Trees
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Binary Sort Trees

•• Sort the list: Sort the list: 3,7,5,1,4,2,9,83,7,5,1,4,2,9,8
3

7

5

1

4

2 9

8

•• Read by the order Read by the order LeftLeft--RootRoot--RightRight::1,2,3,4,5,7,8,91,2,3,4,5,7,8,9

§ 10.2 – Applications of Trees
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Decision Trees

•• Suppose there are Suppose there are seven coinsseven coins, all with the , all with the 
same weight, and same weight, and a counterfeit coin that a counterfeit coin that 
weighs less than the othersweighs less than the others. How many . How many 
weighingsweighings are necessary using a balance are necessary using a balance 
scale to determine which of the eight coins scale to determine which of the eight coins 
is the counterfeit one? is the counterfeit one? 

§ 10.2 – Applications of Trees
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Decision Trees

Let the eight coins be Let the eight coins be a,b,c,d,e,f,g,h.a,b,c,d,e,f,g,h.

a+b+c?d+e+f

a?b
<

g?h

= d?e
>

g
<

h
>

a

<

d

<

e

>

c

=

f

=

b

>

§ 10.2 – Applications of Trees
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Decision Trees

•• Form a binary decision tree that orders the Form a binary decision tree that orders the 
distinct elements of the list distinct elements of the list a, b, ca, b, c..

a:b

a:c b:c
a>b a<b

b:c c>a>b

a>c a<c

a>b>c a>c>b

b>c b<c
a:c c>b>a

b>c b<c

b>a>c b>c>a
a>c a<c

§ 10.2 – Applications of Trees
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Complexity of Sorting Algorithm

•• Theorem:Theorem: A sorting algorithm based on A sorting algorithm based on 
binary comparisons requires at least binary comparisons requires at least 
loglog2nn!! comparisonscomparisons..

§ 10.2 – Applications of Trees
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Complexity of Sorting Algorithm

•• Corollary:Corollary: The number of comparisons The number of comparisons 
used by a sorting algorithm to sort used by a sorting algorithm to sort nn
elements based on binary comparisons is elements based on binary comparisons is 
((nnloglog nn))..

•• Theorem:Theorem: The average number of The average number of 
comparisons used by a sorting algorithm to comparisons used by a sorting algorithm to 
sort sort nn elements based on binary elements based on binary 
comparisons is comparisons is ((nnloglog nn))..

§ 10.2 – Applications of Trees
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Huffman Code

•• Use Huffman coding to encode the following Use Huffman coding to encode the following 
symbols symbols A, A, BB, C, , C, DD, E, E and and FF with the frequencies with the frequencies 
listed listed 0.08, 0.08, 0.10.1, 0.12, , 0.12, 0.150.15, 0.2, 0.2 and and 0.350.35. What is . What is 
the average number of bits used to encode a the average number of bits used to encode a 
character?character?

A
0.08

B
0.1

C
0.12

D
0.15

E
0.2

F
0.35

C
0.12

D
0.15

E
0.2

F
0.35

A B

0.18
1 0

§ 10.2 – Applications of Trees
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Huffman Code

C
0.12

D
0.15

A B

E
0.2

F
0.350.18

1 0

C D

0.27
1 0E

0.2

F
0.35

A B

0.18
1 0 F

0.35

C D

0.27
1 0

E

A B

1 0

0.38
01

§ 10.2 – Applications of Trees
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Huffman Code

BA

01

0.38

01

E F

DC

01
1 0
0.62

DC

01

01

FE

BA

01
1 0

1.00
01

A=  
B=
C=

D=
E=
F=

§ 10.2 – Applications of Trees
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Game Trees

•• NimNim: At the start there are : At the start there are 4 stones4 stones. Two . Two 
players take turns taking out; a legal players take turns taking out; a legal 
playing consists of taking out playing consists of taking out 1, 21, 2, or , or 33
stones. The player taking out the last one stones. The player taking out the last one 
loses the game.loses the game.

§ 10.2 – Applications of Trees
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Game Trees

||||

|| ||||

A| A|| | A

| B

A

B B

Two players: A, B, A plays first.

§ 10.2 – Applications of Trees
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Game Trees

•• Definition:Definition: The value of a vertex in a game tree is The value of a vertex in a game tree is 
defined recursively as:defined recursively as:
(1) (1) the value of a leafthe value of a leaf is the payoff to the first  is the payoff to the first  

player when the game terminates in the player when the game terminates in the 
position represented by this leaf.position represented by this leaf.

(2) (2) the value of an internal vertexthe value of an internal vertex at an at an even leveleven level
is the is the maximummaximum of the values of its children, of the values of its children, 
and the values at an and the values at an odd levelodd level is the is the minimumminimum
of the values of its children.of the values of its children.

§ 10.2 – Applications of Trees
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Game Trees

•• The strategy where The strategy where the first playerthe first player moves to a moves to a 
position represented by a child position represented by a child with maximumwith maximum
value and value and the second playerthe second player moves to a position moves to a position 
of a child of a child with minimumwith minimum value is called the value is called the 
minmaxminmax strategystrategy

•• Theorem:Theorem: The value of a vertex of a game tree The value of a vertex of a game tree 
tells us the payoff to the first player if both tells us the payoff to the first player if both 
players follow the minplayers follow the min--max strategy and play max strategy and play 
starts from the position represented by this vertex. starts from the position represented by this vertex. 

§ 10.2 – Applications of Trees
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Game Trees

||||

|| ||||

A| A|| | A

| B

A

B B

+1

+1 -1 -1 -1

+1 -1 +1 +1 +1-1

-1 -1 +1

+1

Max

Min

Max

Min

MaxTwo players: A, B, A plays first. (Level 0)

§ 10.2 – Applications of Trees
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§10.3：Tree Traversal

Preorder Traversal:Preorder Traversal: Root, TT1, TT2, TT3, …, TTn

Root

T1 T2 Tn
…

3

7

5

1

4

2 9

8

Output:

1

3,

2

1,2,

3

7,5,4,9,8

§ 10.3 – Tree Traversal
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Tree Traversal

InorderInorder Traversal:Traversal: TT1, Root, TT2, TT3, …, TTn

Root

T1 T2 Tn
…

3

7

5

1

4

2 9

8

Output:

2

1

3

3,1,2, 4,5,7,8,9

§ 10.3 – Tree Traversal
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Tree Traversal

PostorderPostorder Traversal:Traversal: TT1, TT2, TT3, …, TTn , Root
Root

T1 T2 Tn
…

3

7

5

1

4

2 9

8

Output:

3

1

2

32,1,4,5,8,9,7,

§ 10.3 – Tree Traversal
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Arithmetic Expressions

Infix:                                  (Infix:                                  (InorderInorder Traversal) Traversal) 342 /)())((  xyx

+



+

/

x

-2

y

3

x 4

§ 10.3 – Tree Traversal
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Arithmetic Expressions

Infix:Infix:
Prefix:                              (Preorder Traversal)  Prefix:                              (Preorder Traversal)  

342 /)())((  xyx

+



+

/

x

-2

y

3

x 4

§ 10.3 – Tree Traversal
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Arithmetic Expressions

Infix:Infix:
Postfix:                          (Postfix:                          (PostorderPostorder Traversal)  Traversal)  

342 /)())((  xyx

+



+

/

x

-2

y

3

x 4

§ 10.3 – Tree Traversal
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Arithmetic Expressions

ExEx::What is the value of the postfix What is the value of the postfix 
expression                         ?   expression                         ?   AnsAns::

ExEx::What is the value of the prefix expression          What is the value of the prefix expression          
? ? AnsAns::

 /* 934723

234235  /*

§ 10.3 – Tree Traversal
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§10.4：Spanning Tree

DefinitionDefinition::Let Let GG be a simple graph. A be a simple graph. A 
spanning treespanning tree of of GG is a is a subgraphsubgraph of of GG that that 
is a tree containing every vertex of is a tree containing every vertex of GG.  .  

ExEx::Find a spanning tree of  Find a spanning tree of  GG.                                  .                                  
b c

gf

da

e

b c

gf

da

e

§ 10.4 – Spanning Tree
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Spanning Tree

TheoremTheorem::A simple graph is connected A simple graph is connected iffiff it it 
has a has a spanning treespanning tree.  .  

ApplicationsApplications::IP Multicasting/Broadcasting. IP Multicasting/Broadcasting. 

b c

gf

da

e

§ 10.4 – Spanning Tree
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Depth First Search

ExEx::Use the DFS to find a Use the DFS to find a spanning treespanning tree..

cb da

b c

gf

da

e

Procedure DFS(V,E)
{ T:= tree (v1)

visit (v1)        }
Procedure visit(v)
for each vertex w adjacent to v 
and not yet in T
{ add vertex w and edge (v,w) to T

visit(w)
} gfe

§ 10.4 – Spanning Tree
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Breadth First Search

ExEx::Use the BFS to find a Use the BFS to find a spanning treespanning tree..

cb d

b c

gf

da

e

Procedure BFS(V,E)
{ T:= tree (v1); L:= empty;

put v1 in the list L
while (L is not empty)
{ remove the first vertex v from L

for each neighbor w of v
if w is not in L and not in T then

{ add w to the end of L
add w and edge (v,w) to T}

} }
f

a

g
L={ g

e
, c, f, e ,d ,b ,a }

§ 10.4 – Spanning Tree
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§10.5：Minimum Spanning Tree

DefinitionDefinition::A A minimum spanning treeminimum spanning tree in a in a 
connected weighted graph is a spanning connected weighted graph is a spanning 
tree that tree that has the smallest possible sumhas the smallest possible sum of of 
weights of its edges. weights of its edges. 

b c

gf

da

e

3
8

5

11 4

13

7

1

6

§ 10.5 – Minimum Spanning Tree
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Kruskal’s Algorithm

Procedure Kruskal(G with n vertices)
{ T:= empty graph;

for (i=1 to n-1)
{ e = any edge in G with smallest weight that does not form

a simple circuit when added to T;
delete e from G;

T = T with e added;
} 

}

b c

gf

da

e

3
8

5

11 4

13

7

1

6
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Prim’s Algorithm

Procedure Prim(G with n vertices)
{ T:= a minimum-weight edge;

for (i=1 to n-2)
{ e = an edge of min weight incident to a vertex in T and

not forming a simple circuit in T if added to T
T = T with e added

} 
}

b c

gf

da

e

3
8

5

11 4

13

7

1

6
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Example

b c

gf

da

e

3
4

2

1
3

3

2

1

3

j k li

h

3

5

4 2 4 3

3 1

Kruskal’s Algorithm
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Example

Prim’s Algorithm

b c

gf

da

e

3
4

2

1
3

3

2

1

3

j k li

h

3

5

4 2 4 3

3 1
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